Journal of Magnetic Resonan&8,48-53 (1999)

®
Article ID jmre.1998.1677, available online at http://www.idealibrary.conl BWE »‘sl.

Evolution Strategy Optimization for Adiabatic Pulses in MRI
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We propose a new type of adiabatic pulses for uniform
inversion of the magnetization in magnetic resonance imaging.
We produced these pulses with an evolution strategy optimiza-
tion, by which the search of the “best solution” has been made
more efficient than by deterministic algorithms. The pulse pa-
rametrization takes into account an “offset-independent adia-
baticity condition,” which guarantees insensitivity to RF inho-
mogeneities. The RF pulse power (both peak and mean)
contributes to the cost to be minimized, as well as the error
function does: in this way we obtain solutions that require lower
energy than the well-known hyperbolic-secant pulse, with no
loss of quality in the response profile. © 1999 Academic Press
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(2), hence the name. The best known adiabatic pulse is tl
so-called hyperbolic-secant puls8),(with sech/tan h as the
functions describing the amplitude/frequency sweep. Subs
guently, many other modulation pairs have been propose
constant/linear 4) (CHIRP pulses), (1-sih)/linear (WURST
(5) pulses), constant/tar8), cos/sin 6), tanh/tan 7); further-
more other function pairs have been generated through nc
linear transformations8j. The main applications of adiabatic
pulses are broadband decoupling, solvent suppression, &
imaging, particularly with inversion-recovery experiments
(e.g.,T, mapping); adiabatic pulses also perform other types
spin transformation§ 7).

offset-independent adiabaticity; power reduction. As it has been found that the sinc pulse is not the unique, n

the “best” solution of the selective excitation problem, simi-
larly, it has been discovered that there are many “good” adi:
batic inversion pulses, and they can be identified throug
A major problem of selective excitation in magnetic resdiumerical optimization. The NOM (numerically optimized
nance imaging (MRI) is the inhomogeneity of the RF field; th1odulation) pulses were early proposed by Uguebdl. (9) to
fields of surface coils vary substantially over the region dfduce the RF sensitivity over a specified bandwidth Bad
interest (ROI) while the homogeneity of “volume coils’ igNtensity range. However, it seems reasonable to introduce
often poor for a number of reasons: eddy currents, RF pefg@nstraint which limits the search to pulses satisfying th
tration, and tradeoffs among homogeneity, filling factor, ar@fiabatic theorem. In this way, we avoid the time-consumin
sensitivity. The problem is particularly severe in high-field@Sk of testing the compliance of the “solution” with the spec
imaging: our new 200-MHz birdcage coil has over a 509fied B, intensity, as long as we have RF fields higher tha
variation over its specified ROI, a sphere of 12 cm in diamet&fVvisioned by the solution. For example, Rosenfetdal.
Since it is impossible, or inconvenient, to eliminate man{t0—129 optimize over the sweep rate of the effective-field
sources of RF inhomogeneity, we should devise excitatiofigjectory. The constraint of She@d) is that the adiabaticity
which, to some degree, are insensitive to the RF strength. factor is maximum at resonance, while Kupce and Freems
An early solution was offered by the composite pulse sé€l4) and Tanns and Garwood1(d) require an “offset-indepen-
quences 1), which were obtained by modulating the phase dtent adiabaticity factor.” The latter constraint translates into
an excitation of constant amplitude. They are no longer poprescription for the amplitude modulation alone, since th
ular, since their selectivity is not exceptional and power defrequency modulation can be derived from the amplitude func
osition is high, because they work best with very large tifion and the offset-independent adiabaticity condition.
angles. Today, the RF inhomogeneity problem is mostly han-Our approach is different from the ones quoted above in th:
dled with the so-called adiabatic pulses, which efficientliy searches among pulses with offset-independent adiabatic
achieve nearly perfect inversion of the magnetization over tfgctorand minimum power: doing so, we have found that our
specified frequency band when the RF intensity is abovesalutions yield the thresholB, values for the most efficient
threshold value. pulse. The other ingredients of the method we propose are
The general idea of an adiabatic pulse is to move thiebust stochastic optimizer, successfully used to obtain oth
effective RF field, seen by a spin, from the “up” to the “downtypes of selective pulsed§), and the choice of the “function
direction by sweeping the frequency of the excitation; thigpaces” where the search is performed. We have tried seve
sweep should be slow enough to satisfy the adiabatic theorapproaches, including linear combinations of “promising’

1. INTRODUCTION
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functions, and we have found the best results with functions(iv) the OIA constraint is not too rigid; as we will show,
which generalize the idea behind the hyperbolic secant (HiBese pulses perform at least as well as adiabatic pulses sa
pulse. fying other conditions.

Our adiabatic pulses have performances similar, or distinctly

better, than those published so far; they are usually obtained i ur method involve_s a parametrization of the ampli_tud(
few minutes of computation (with a Pentium PC). We foun nction m,(t), from which the frequency and phase function:

that there are many solutions, i.e., substantially different puls%@ (;btained yia nurge_rical integrzli_tiog Of_ iqsh' [2] almd 53]' V\./(
which have essentially the same performances. Our approdgfi 'T€quencies an time normalized with the pulse durati

allows a compromise between power, pulse time, and accuracy
requirements, and we believe that it embodies, and generalizes,
the major part of the numerical approaches presented so far to W= oTp 7=1t/Tp [4]
create adiabatic pulses. In Section 2, we present the empirical

amplitude functions, define the “cost” function, and summariagie want an amplitude functiow,(r) symmetric and regular
the optimization technique. Results of the simulations agghich increases in the first half of the pulse and decreases

commented on in Section 3 while experimental results afige second half, as the hyperbolic secant does. We consic
given in Section 4. first the pulse

2. METHODS wy(7) = 27w, sech2#B(r — 0.5)]. [5]

We consider the class of offset-independent adiabaticifyyis is simply a HS pulse, but since we will optimize over the
(OIA) pulses described in detail elsewheté(13. Following  ncation factoig and relative amplitudev,, we will indicate

Baumet al. (3), we define the adiabaticity fact@(t) as the so-found solutions by another label, SC, to stress that |
condition has been explicitly imposed upBrandw,, as it is
wer(t) the case of most HS pulses. Furthermore, we will consider tt
Q(t) = [do/dt] [1]  following two functions:

(i) stretched hyperbolic secant “SQ”,
The OIA pulses are obtained by requiring that the “adiabaticity
factor in-resonance,Q,, is constant, i.e., independent of the 1
offset. This induces an integral relation between the frequency ~ Wa(7) = 27Wo ;{arc taihb tan(m{sech2mf3

modulationAf(t) and the amplitude modulation,(t),
X (r—0.5]}*—7wl2) +c]+ w/2} [6a]

( 1
Af(t) = éof [w,(t")]2dt’. [2] AF(7) = QJ [wi(7)]%d7 [6Db]

In the frame rotating at the carrier frequenoythe phase of o(7) = J AF(m)d7 [6¢]
modulation(t) is
with six parameters, namely, the adiabaticity fact@y, the
. relative amplitudev,, the hyperbolic secant truncation-leygl
b(t) = J Af(t)dt’. 3] the stretching coefficients, b, andc;
o (i) stretched cosine (See also Egs. [6b, and 6c]) “CQ”,

1
Condition [2] characterizes the OIA pulses, which have the w,(7) = 27w, — {arc taihb tan(w{co§ =(7 — 0.5)]}2
following properties: &

—awl2) +c]+ 7wl2 7
(i) they are adiabatic by design; m2) 14 2} 7]

(i) the phase modulation is simply related to the amplitudeith five parameters, since the truncation legelk absent in
modulation; the cosine function, which is always zero at the beginning ar
(iii) as shown by Tanhsi and Garwood1{), the power is at the end of the pulse. When< 1 we reproduce the wide
uniformly released over all the entire inversion band, a desamplitude modulation of WURST pulses proposed by othe

able feature; authors.
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TABLE 1
Comparison of Adiabatic Pulses
Pulse N points N parameters Selectivity Qo P ok P RMS error (%)
SC50 256 2 0.02 4.95 2.95 0.62 7.4
SQ50 256 6 0.02 4.7 2.92 0.61 6.8
CQ50 256 5 0.02 3.49 1.24 0.45 8.1
SC40 128 2 0.025 4.89 3.52 0.77 8.1
SQ40 128 6 0.025 4.53 3.29 0.75 7.6
CQ40 128 5 0.025 3.49 1.58 0.57 8.7
SC30 128 2 0.0333 4.41 4.05 0.92 9.2
SQ30 128 6 0.0333 3.84 3.67 0.85 8.6
CQ30 128 5 0.0333 3.75 2.2 0.82 9.6
SC20 128 2 0.05 3.79 4.88 1.19 10.9
SQ20 128 6 0.05 3.02 3.85 1 10.7
CQ20 128 5 0.05 3.02 2.72 0.99 11.2
SC15 128 2 0.0667 3.71 6.12 1.56 12.3
SQ15 128 6 0.0667 2.77 4.59 1.22 12.1
CQ15 128 5 0.0667 3.01 3.84 1.31 12.7
SC10 128 2 0.1 3.08 6.9 1.93 14.5
SQ10 128 6 0.1 2.13 4.78 1.38 14.3
CQ10 128 5 0.1 2.52 4.99 1.64 14.4

The target functions of the magnetization components artn these equation$l, indicates the number of sampled fre-
guency point andN the number of sampled time points. Thg

MJI(Aw) =0 [Ba] A, coefficients should be carefully set during the optimizatiot

of each pulse, according to the relative magnitudes of th

T —
My(aw) =0 [80] response profile errop,, andp,,. The first term in Eq. [10] is
MI(Aw) = -1 [8c] the error function, i.e., the sum of the mean square errors of tl
three magnetization componet$ + X; + XZ; it measures
when[Aw| = 7/, while the discrepancies between actual and ideal magnetization p
files. The root square of the error function is the RMS erro
Mz(Aw) = 0 [9a] which will be given in percentages in Table 1.
MI(AW) -0 [9b] To find the minimum of the cos_t function in the parametel
T space, we use a stochastic, evolution strategy algoriti®ni6
M (Aw) = 1 [9c]  which a “parent” solutiorp generates a “sonk with a prob-

. o ability density
when mlo < |AW| = Wy, and W, is the sampling limit. As
previously doneX6), the selectivityr is defined asgW- T,) . The _ 5
cost function that is to be minimized measures both the “distance” = — Xi— P .
_ p(x, p, d) = ex > : [14]
from the target (error function) and the power of the pulse d

E=2> X2+ A1Ppk T AP, [10]

a

the dispersiond is increased when lots of improvements
arise (far from a solution) and decreased otherwise (near

wherea = X, y, z and we put solution).
: 3. RESULTS AND DISCUSSION
2 M (Aw) — M(Awy)]?
, k=t We established a set of selectivity values, for which we war
Xa= N, [11] o compare the performance of the hyperbolic-secant pulse

the new solutions. The results are given in Table 1. The pul
name consists of a label and two digits. As we said, the lab
o2 N SC indicates hyperbolic-secant pulses, while SQ is used f

Pn= N E |wi (7). [13] OIA pulses optimized stretching the secant shape and CQ f
n= those optimized stretching the cosine; the two digits are tf

Ppk = a? MAX{n}[|W1(Tn)| 2]; [12]
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FIG. 1. Comparison of adiabatic pulses with= 1/20.

reciprocal of the selectivity§W - T;). Notice that the SQ have 0.49 (with a poor inversion profile)12); corresponding to
a response slightly better and a power slightly lower than tlee= 1/7 they had 10) p,. = 9.87. Ourmethod is able to
SC; the CQ have a profile slightly worse, but show a considive solutions physically different but showing similar per-
erable power reduction relative to the other pulses. As &mrmances: witho = 1/72 we havep,, = 0.37;with ¢ =
example, we illustrate in Fig. 1 the comparison between ti¢60, p,, = 0.53; with ¢ = 1/45, p,, = 0.47 (where we
three pulses with selectivity 1/20 and in Fig. 2 the solutionseed to lose something in response profile quality to gain i
with o = 1/40. power reduction); withr = 1/7, p,, = 10.7.Moreover, we
We can easily recover with our strategy results achievede not limited in any way by the choice of “magical” values
by other authors. Macharet al. (18) optimized the trunca- for the selectivity, but we span a wide range, as it is show
tion factorB for a particular choice of the selectivity, i.er, in Table 1. In our websitel@), we give the new adiabatic
= 1/10; they considered OIA pulses obtained from ampliaversion pulses, for different values of the selectivity, in
tude functions with Lorentzian, Gaussian, and squared dbe standard SISCO-Varian format (ASCII files with 64,
sine shape. Our method is more general since the pulk#8, or 256 couples of numbers representing phase al
amplitude too is subjected to optimization and, with ourlative amplitude).
parametrization, we can easily recover their results as spe-
cial cases. In the cited papers of Rosenfetdal., instead, 4. EXPERIMENTAL
the authors optimize the sweep rate of the effective field in
the FM frame, for a fixed trajectory. They produced low- We tested some of our stretched adiabatic pulses with a Sisc
power adiabatic pulses for some values of the selectivityarian 4.7-T imager and compared them with the hyperbolic
with o = 1/72 they had 11) p,. = 0.39; with ¢ = 1/60 a secant pulses SC with the same selectivity. We used a water-fill
valuep, = 0.57 isobtained 10); with o = 1/45, p,, = cylinder as the phantom. We applied the sequence of Fig. 3, whe
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FIG. 2. Comparisons of adiabatic pulses with= 1/40.

the pulse to be tested is followed by the negative-phase 90° pulse 5. CONCLUSIONS

L-354 (16, 19, with a much larger bandwidth (12.5 kHz). At the

end of the acquisition we make a Fourier transform and subtractVe have demonstrated a simple, powerful method to mal
from the absorption component the corresponding spectrum olew adiabatic pulses which are comparable or better than t
tained without the first pulse. Figure 4 shows the results obtaingalses so far proposed in the literature. In particular, we hay
with the pulses SC40 (a), SQ40 (b), and CQ40 (c). The power waisown that our pulses either improve the response profi
measured as the reading, in dB, of the setting of the amplificatiand/or substantially reduce the power requirements, sometinr
applied to the first pulse and is reported in the figures. Relativedbthe expense of a minor worsening of the profile. Our opti
the SC pulse, note that the SQ improves the profile while the Gization strategy, applied to the offset-independent adiabati
needs less power. ity condition of Freemaret al., is flexible enough to allow

pulse to be tested L.-354 90° pulse
l

FIG. 3. Sequence for acquisition of 180° adiabatic pulses response.

acquisition

G,
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FIG. 4. Frequency response of (a) the pulse SC48] dB); (b) the pulse SQ40H34 dB); (c) the pulse CQ40+32 dB).

setting the compromise between power and accuracy, with% K. Ugurbil, M. Garwood, and A. Rath, Optimization of modulation

simple modification of our cost function.
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